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Przedmiot statystyki

Statystyka dzieli si¢ na trzy czesci:

-zbieranie danych;

-opracowanie i kondensacja danych (analiza danych);

-wyciaganie wniosk6w na podstawie danych (wnioskowanie statystyczne).

Statystyka i gospodarka przestrzenna

Ceny mieszkan uzywanych we Wroctawiu (ceny proponowane przez sprzedajacych):

Ceny mieszkai w dzielnicy A (miasta Wroctawia): 65,80,139,180,355,158,240,205,265,305,200,155,209,
310,149,254,188,265,275,200,184,130,260,250,195

Ceny mieszkan w dzielnicy B (miasta Wroctawia): 420,350,275,277,327,223,198,275,350,327,260,306, 270,295,270,220,299
Srednia cena w dzielnicy A: 208,8;srednia cena w dzielnicy B: 290,71.

Czy ceny mieszkan w dzielnicy B sa wyzsze niz w dzielnicy A?

Analiza zaleznosci cech

Powierzchnia (w metrach kwadratowych) mieszkan w dzielnicy B:
94,73,75,80,74,60,50,63,74,74,56,85,80,80,80,75,60

Dane nt. mieszkan z dzielnicy B mozna przedstawié jako tzw. ,,szereg dwucechowy”:

(94; 420), (73, 35), . ..., (60; 299).

Wykres rozproszenia
Dane te mozna przedstawic przy pomocy wykresu rozproszenia:

Wykres rozproszenia+prosta MNK
Do ,,chmury punktéw” na wykresie rozproszenia mozna dopasowaé prosta w nastgpujacy sposéb. Oznaczmy dane (,,szereg

dwucechowy”) przez (z1, 1), - - -, (Tn, yn) Chcemy znalezé prosta y = by + by« taka,ze

n

S(bo,b1) = z:(y2 —biw; — bo)2 suma kwadratéw odchyleri
k=1

przyjmuje warto$¢ minimalna (jesli nie wszystkie wsétrzedne x-owe s3 réwne jednej liczbie, to istnieje doktadnie jedna
para liczb, dla ktérych krytetium .S przyjmuje warto$¢ minimalna). Otrzymana prosta MNK (od Metody Najmniejszych
Kwadratéw)- odpowiada minmalnej warto$ci funkcji S(bg, by ); wielko§¢ y; — by x; —bo mozna interpretowaé jako odchylenie
1 — tej obserwacji y; od wartoSci przewidywanej by x; + by

Dla danych nt. mieszkari w dzielnicy B prosta ta dana jest rOwnaniem:

y = 74,78729 + 2,97698x

Wykres rozproszenia+prosta MNK
Problem: czy rozwazana zalezno$¢ liniowa migdzy zmiennymi jest w jakim§ sensie istotna statystycznie? adekwatna?

Wstepna analiza danych i wnioskowanie statystyczne

Schemat postgpowania: dla posiadanego zbioru danych wykonujemy wstepng analizg: obliczamy wskaZniki sumaryczne
(Srednig itd.) oraz sporzadzamy odpowiednie wykresy statystyczne; nastgpnie przeprowadzamy odpowiednie analizy staty-
styczne (testujemy odpowiednie hipotezy itd.)
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Rysunek 1: Wykres rozproszenia dla danych: powierzchnia i ceny mieszkan w dzielnicy B
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Rysunek 2: Wykres rozproszenia dla danych: powierzchnia i ceny mieszkan w dzielnicy B+prosta MNK

Cechy ilosciowe i jakoSciowe

Cena mieszkai w dzielnicy B- przyktad cechy iloSciowej (mamy tu do czynienia z liczbami odpowiadajacymi warto§ciom
mierzonych wielko$ci);

-cechy jakoSciowe:

e pled;

e typ schorzenia;

Histogram i szereg rozdzielczy

Dla zbioru danych liczbowych 1,2 .. ., y, niech: MIN1 oznacza liczbg mniejsza od najmniejszej z liczb y1,y2 . .., Yn;
M AX1 oznacza liczbe wigkszg lub réwna od najwigkszej z liczb y1,ya ..., Yn; MIN1 < MIN i MAX1 > M AX mo-
g3 by¢ odpowiednimi ,,zaokragleniami” warto$ci, odpowiednio, minimalnej i maksymalnej naszego zbioru danych. (M IN i
M AX oznaczaja, odpowiednio, warto$§¢ minimalna i maksymalna dla {y1,ys . .., yn }). Podzielmy odcinek (MIN1, M AX1]
na k przedziatéw (zwanych klasami) o réwnej dtugosci:

(xo,x1), (1, 22], .. ., (Th—1, k], gdzie xg = MIN1, 2, = MAX1

Funkcje przyporzadkowujaca poszczegélnym przedzialom liczbe elementéw naszego zbioru danych do nich nalezacych
bedziemy nazywacé szeregiem rozdzielczym.

Ustalenie liczby klas w szeregu rozdzielczym
Istnieje kilka regut ustalania liczby klas k szeregu rozdzielczego w zaleznosci od liczby obserwacji n. Oto niektoére z nich:

ka~logan+1; k=~+/n.

Szereg rozdzielczy dla danych: ceny mieszkan w B
Dla danych: ,,ceny mieszkan w B”:
420,350,275,277,327,223,198,275,350,327, 260,306,270,295,270,220,299
znajdujemy: MIN = 198, M AX = 420. Przyjmujemy: MIN1 = 150; M AX1 = 450 oraz k = 5.
Otrzymujemy szereg rozdzielczy, przedstawiony w postaci tabeli:
klasa | (150,210] | (210,270] | (270,330] | (330,390] | (390,450
licznos¢ 1 5 8 2 1
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Histogram liczebnosci dla danych ,,ceny mieszkan w B”

Histogram czestosci
Jesliby histogram liczebnosci przeskalowaé w ten sposéb, ze wysokosci stupkéw odpowiadatyby ilorazom liczebosci klas
i liczby wszystkich obserwacji n, wtedy otrzymalibySmy histogram czgstosci. Wysokosci stupkéw tego histogramu bylyby

rowne: 1
— = 0,06;

5 .
17 —_— =~ 0,29 itd.

17
Histogram probabilistyczny
Jesliby histogram przeskalowaé tak, aby suma p6l wszystkich prostakatow (,,stupkéw”) byla réwna 1, otrzymamy tzw.
histogram probabilistyczny (od probability (ang.) - prawdopodobienstwo).
(2 nh7
gdzie h; oznacza wysokos¢ i-tego stupka w histogramie probabilistycznym, n; liczebnos¢ i-tej klasy, n liczebno$¢ préby, h
szeroko$¢ klasy.
Histogram probabilistyczny: oszacowanie rozktadu jednosci prawdopodobieristwa dla danej cechy.

Jesli funkcja h-funkcja, odpowiadajaca histogramowi probabilistycznemu, to ,,prawdopodobienistwo”, ze warto$¢ danej ce-

chy X bedzie si¢ miescita w [a, b] :
b

Pla< X < b) ~ / h(z)dx

a

Histogram probabilistyczny dla ,,cen mieszkan w B”

Wielobok czestosSci

Oznaczmy dlugos¢ klasy histogramu przez H. Jezeli potaczymy odcinakmi:
e punkt (MIN1— H/2,0);
e Srodki bokéw stupkdw histogramu probabilistycznego lezacych na przeciw podstaw tych stupkéw;
e punkt (M AX1+ H/2,0);

otrzymamy tzw. probabilistyczny wielobok czgstosci (por. Rys. 3)
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Rysunek 3: Histogram probabilistyczny+probabilistyczny wielobok czgstosci dla danych ,,ceny mieszkain w B”
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