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Przyklad wprowadzajacy

W zbiorze danych homedata (z pakietu R-owskiego UsingR) mozna znaleZ¢ ceny
6841 doméw Maplewood (New Jersey) z lat: 1970 (zmienna y1970) i 2000 (zmienna
y2000). Interesuje nas zalezno$¢ pomiedzy cenami domoéw: z roku 1970 i 2000.

Dane dotyczace cen doméw w Maplewood
Dane (w dolarach) dotyczace pierwszych 12 doméw z tego zbioru danych:

> homedatal[l:12,]

y1970 y2000
1 89700 359100
2 118400 504500
3 116400 477300
4 122000 500400
5 91500 433900
6 102800 464800
7 71700 395300
8 71400 340700
9 68200 297400
10 71900 198600
11 65100 225800
12 59700 231500

Te skrécone dane zostana zapisane do zbioru h1.
WyKkres rozproszenia

Dopasowanie prostej do chmury danych

W oparciu o wykres rozproszenia mozna probowac ocenic istnienie i charakter zalez-
nosci zmiennej y2000 i zmiennej y1970.

Problem: w jaki sposéb dobra¢ prosta (o rownaniu y = bg + by x) tak, aby najlepiej
pasowata do ,,chmury danych” przedstawionej na wykresie rozproszenia.

Liniowa zalezno$¢ pomigedzy dwiema zmiennymi, prosta regresji
Rozwazmy przypadek og6lny
Dane: préba dwucechowa (z1,v1), ..., (Tn, Yn)

W naszym przykladzie: n = 12, z-y odpowiadaja cenom z roku 1970, y-eki cenom z
roku 2000.
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Rysunek 1: Wykresy rozproszenia dla danych dotyczacych h1l

Prosta MNK

Chcemy ,,dopasowad” prosta y = by + by do naszych danych (chmury punktéw). Dla
danego x; warto$¢ y; = by + b x; mozna interpretowaé jako warto$¢ y przewidywa-
na na podstawie rozpatrywanej prostej dla wartosci zmiennej objasniajacej réwnej z;.
Btad oszacowania, czyli tzw. warto$¢ resztowa lub rezyduum wynosi y; — ¥;.

Chcemy znalez¢ prosta y = by + by x, dla ktérej kwadratéow rezyduéw

n n

S(bo, b1) = Z(yz - Z)z‘)z = Z(yz — (bo + blxi))2 (D

i=1 i=1
jest minimalna.
Wspétczynnik b; nazywamy wspdtczynnikiem kierunkowym a by wyrazem wolnym.

Liniowa zalezno$¢ pomigedzy dwiema zmiennymi, prosta regresji

Definicja 1. Prostq regresji opartq na metodzie najmniejszych kwadratow nazywamy
prostq, dla ktérej wartos¢ sumy S(bg,b1) w (1) traktowanej jako funkcja wszystkih
mozliwych wartoSci wspotczynnika kierunkowego i wyrazu wolnego, jest minimalna.

Nazwy: prosta regresji, prosta MNK.
Liniowa zalezno$¢ pomiedzy dwiema zmiennymi, prosta regresji

Stosujac podstawowe techniki znajdowania mimimum funkcji dwéch zmiennych i pro-
ste przeksztalcenia algebraiczne otrzymujemy:

Sy (wi—3)2

gdzie T i § oznaczja Srednie dla x4, ..., 2, 1y1,..., Yy Oraz

by = %(Zyz —b1zxi)-
i=1 1

1=

by =

Wartos¢ y = by + bix nazywamy wartoScia przewidywana zmiennej objasnianej na
podstawie prostej MNK dla warto$ci zmiennej objasniajacej réwnej x.
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Rysunek 2: Wykres rozproszenia+prosta MNK dla danych h1

Dane h1:Wykres rozproszenia+prosta MNK

Rozklad catkowitej zmiennosci zmiennej objasnianej

Oznaczmy
SST =Y (u: — 9 @)
=1
SSR = i(y -9)? 3)
=1
SSE = Z(y —i)? (4)

i=1

gdzie SST:catkowita suma kwadratéw (Total Sum of Squares), SSR regresyjna suma
kwadratéw, SSE suma kwadratéw biedow.

Twierdzenie 1. Prawdziwa jest rownos¢
SST =SSR+ SSE.

Dow6d mozna znaleZ¢ w ksigzce Koronackiego i Mielniczuka, str. 270.
Wsp6tczynnik SSR/SST zwany wspétczynnikiem determinacii (oznaczanym R?) okre-
§la stopiei, w jakim zalezno$¢ liniowa migdzy zmienna objasniana a objasniajaca thu-
maczy zmienno$¢ wykresu rozproszenia.

Wspotczynnik korelacji

Definicja 2. Wspdtczynnikiem korelacji prébkowej dla probki dwuwymiarowej (x1,y1), (x2,Y2), .-y (Tn, Yn)
nazywamy zmienng liczbe

1 Ly Yi — Y
_ [ i
T_n—liz;( Sy )( Sy )




gdzie Z i s, oznaczaja Srednia i odchylenie standardowe préby z1, x2, . . ., z, i podob-
nie /i s, oznaczaja Srednia i odchylenie standardowe proby y1, ¥2, - . . , Un.

Uwaga. W powyzszej definicji przez n-elementowa prébg dwuwymiarowa rozumiemy
ciag n par liczb (a nie zmiennych losowych).

Wspotczynnik determinacji a wspolczynnik korelacji

Mozna udowodnié, ze wspétczynnik korelacji przyjmuje wartosci z przedziatu [—1, 1].
Wartosci wspétczynnika korelacji bliskie 1 lub —1 wskazuja na istotng zalezno$¢ li-
niowa pomiedzy zmiennymi.

Twierdzenie 2. Zachodzi rownos¢

r2 = SSR/SST.

Przyklad z cenami doméw w Maplewood— c.d.
Wykonujac obliczenia dla danych A1l otrzymujemy

R? = RRS/RRT = 0,7944 r = 0,891287.

Problem: powyzsze warto$ci wspotczynnikéw: determinacji i korelacji wskazuja na
istotng zalezno$¢ pomigdzy cenami doméw w latach 1970 i 20007

Statystyczny model zaleznoSci liniowej
Rozwazmy model regresji liniowej:
Y%:60+/81'Ii+6i7 i:17"'7n7 (5)

gdzie 01 i B2 sa pewnymi statymi a €1, . .., €, sa niezaleznymi zmiennymi losowymi
o rozktadzie N (0, o). Przyjmujemy ponadto, ze wartosci x; nie sa sobie réwne (nie sa
réwne jednej liczbie).

Mamy tu n zmiennych losowych: Y7, Ys, ..., Y.

Dla zmiennej Y; warto$¢ oczekiwana jest réwna:

wy; = E(Bo + przi) + E(e;) = Bo + Prai, i=1,...,n.
Sens: Warto$¢ objasniana jest réwna funkcji liniowej zmiennej objasnianej plus pewien

btad losowy.

Whioskowanie statystyczne w modelu zaleznosci liniowej
Mozemy by¢ zainteresowani:

e estymacja parametrow (g, 01,

e estymacja wariancji o2,

e estymacja przedzialowa ww. parametréw lub ich funkcji;

e testowaniem hipotez dotyczacych parametréw.



Weryfikacja hipotezy dotyczacej istotnosci 3;
JesteSmy zainteresowani weryfikacja

HO : 61 = OpI'ZCCiW Hl 161 7é 0.

Stosowng statystyka testowa okazuje si¢

gdzie

S? — S (Vi — by — bo)? ~
— 0 =

Weryfikacja hipotezy dotyczacej istotnosci 5;-c.d.
Mozna pokazaé, ze

t ~1,—2 (tmarozklad t-Studenta z n — 2 st. swobody).
Obszarem krytycznym dla poziomu istotnosci « jest:
(=00, —t1—a/2,n—2] U [t1i—a/2,n—2,0)
Hipotezg¢ H przeciwko H; mozna réwniez testowaé opierajac si¢ na statystyce

B SSR

~ SSE/(n—2)

W powyzszym wzorze SSR i SSFE obliczamy ktadac Y; zamiast y; w odpowiednich
wzorach (por. str. 10). Statystyka F' ma rozktad F1 ,,_».

F

Obliczenia w Srodowisku R

> reg<-1m(y2000~y1970,data=hl)
> summary (reg)

Call:
Im(formula = y2000 ~ y1970, data = hl)

Residuals:
Min 10 Median 3Q Max
-102658 -20099 -8331 31617 94918
Coefficients:
Estimate Std. Error t value Pr(>|t])
(Intercept) -1.348e+t04 6.341e+04 -0.213 0.836

y1970 4.377e+00 7.042e-01 6.216 9.94e-05 =x=xx



Signif. codes: 0 "x%x" 0.001 "%x" 0.01 "%’ 0.05 ".” 0.1 '

Residual standard error: 52860 on 10 degrees of freedom
Multiple R-Squared: 0.7944, Adjusted R-squared: 0.7738
F-statistic: 38.64 on 1 and 10 DF, p-value: 9.938e-05

p-warto$¢ odpowiadajaca weryfikacji
Hy : p1 = 0 przeciw Hy : 1 # 0.

jest réwna 9.938¢ — 05 = 0,0000938— sg podstawy do odrzucenia H, nawet dla
poziomu istotnosci o = 0,0001.

Problem prognozy

Jestesmy zainteresowani cena, za ktéra mozna bytoby sprzeda¢ pewien dom w Maple-
wood, ktéry w 1970 r. kosztowat 100000; (informacje dotyczace ceny tego domu w
2000 r. nie znajduja si¢ w naszym zbiorze danych).

Problem prognozy— rozwazania dla ogélnego przypadku

W modelu zaleznosci liniowej jesteSmy zainteresowani oszacowaniem wartosci ocze-
kiwane;j:

Prognoza zmiennej zaleznej Y dla ustalonej wartosci x¢ nazywamy zmienng losowa;

Y (xo) = fo + Brxo.

Sensowne oszacowanie wartosci oczekiwanej Y (z):

Y(LU()) = b() + blxo.

Przedziat ufnosci na poziomie ufnosci 1 — « dla wartosci oczekiwanej Y () :

Y (z0) £t1-a/2n-25Fy

o)

: _ — 1 (zo—7)?
gdzie 5B (a) = 8\/ CR e

Problem prognozy— przyktad

Chcemy znalezé wartosé oczekiwang Y (100000) (dla danych hl) i 95-procentowy
przedziat ufnosci dla Y/ (100000).

Poleceniem systemu R, przy pomocy ktérego mozna wykona¢ odpowiednie obliczenia
(wyzej opisane) jest predict; dla naszych konkretnych danych nalezy je zastosowa¢ w
nastegpujacy sposob:

> predict (reg,data.frame (y1970=100000),
interval="confidence", level=0.95)

fit lwr upr
[1,] 424264.2 384932.2 463596.1

a wiec 95-procentowym przedziatem ufnosci dla Y (100000) jest (384932,2; 463596,1).
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Rysunek 3: Prosta MNK i 95-procentowe krzywe ufnosci

Krzywe ufnosci

Z potaczenia koricéw przedziatéw ufnosci dla Y (Z;) dla odpowiednio dobranego cia-
gu (skoficzonego) Z1, ..., T, ,Wypelniajacego” przedzial zmiennosci zmiennej nie-
zaleznej Tyuin, - - - y Tmay Otrzymujemy tzw. krzywe ufnosci. Dodanie tych krzywych
do wykresu rozproszenia z zaznaczong prosta regresji pozwala na odczytanie z wy-
kresu koncéw przedziatu ufnosci (lub ich przyblizonej wartosci) dla Y (Zg), gdzie

Zo S [Iminvxmam]
Krzywe ufnosci—c.d.

Weryfikacja poprawnosci modelu

W naszych rozwazaniach zatozyliSmy, ze dane z h 1.

Zalozenie (o adekwatnos$ci modelu) mozna weryfikowaé analizujac wartosci resztowe
(rezydua)— por. Koronacki i Mielniczuk (2001), par. 4.2.5 (str. 284-291).
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