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Definicja 1. Zmienng losowq nazywamy dyskretng (skokowa), jesli zbior jej wartosci
T1,Xo, ..., MOINA UStawic w ciqg.

Zmienna losowa X, ktéra przyjmuje wszystkie wartosci z zadanego przedziatu (a, b),
nie jest zmienna losowa dyskretna, poniewaz elementéw tego przedzialu nie da sig
ustawi¢ w ciag ("ponumerowac").

- G. Cantor 1873— twierdzenie— wszystkich liczb rzeczywistych nie da si¢ ustawié
w ciag.

Rozklad dyskretnej zmiennej losowej

Zbidr wartosci dyskretnej zmiennej losowej X— ciag x1, z2, . . . , (skoficzony lub nie-
skoniczony).

Rozktad zmiennej losowej dyskretnej X jest okreSlony przez nieujemne liczby p1, po, . . .
spelniajace warunki:

dom=1, (1)

pi = P(X = x;). 2

Dyskretne zmienne losowe— przyklady
Przyktady:

e Rozktad U, sumy oczek w dwukrotnym rzucie kostka (patrz poprzedni wyktad);

e Rozktad Z, gdzie Z oznacza liczbe rzutéw moneta, po ktérej po raz pierwszy
wypada orzet (zdarzeniu polegajacemu na tym, ze orzel wypadnie juz w pierw-
szym rzucie, odpowiada warto$¢ zmiennej Z réwna 0).

z niezaleznoS$ci zdarzen:

1\ k+1
P(Z=k)=(3)  k=012...

Zmienna losowa Z przyktad dyskretnej zmiennej losowej, dla ktérej zbidr wartosci:

{0,1,2,...} nie jest skoficzony.



Rzuty osobiste— przykiad

Niech X- liczba trafiei w wykonywanym przez koszykarza A rzucie osobistym.Niech:
T odpowiada trafieniu do kosza, C odpowiada chybieniu.

Przestrzen zdarzen elementarnych: S = {C, T'}.

Niech X- liczba trafionych rzutéw. Zmienna X jest funkcja okreslona na S;

Zaktadamy, ze prawdopodobienistwo trafienia wynosi 0,9. Rozklad zmiennej losowe;j
X mozna przedstawi¢ przy pomocy tabelki:

k 0] 1
P(X=Fk) |01]09

Liczba trafien Y w dwéch rzutach

Niech Y- liczba trafien w dwéch wykonywanych przez koszykarza A rzutach oso-
bistych. Przyjmujemy, ze prawdopodobieristwo trafienia w jednym rzucie osobistym
wynosi 0,9 i1 zdarzenie trafienia/chybienia w drugim rzucie jest niezalezne od analo-
gicznego zdarzenia w pierwszym rzucie.

Mozna pokazaé, ze:

P(Y =0) = (i)Q — 0,01,

10
19
P(Y:].)ZQXTOXE:O,lg,
9 2
PY =2)= (E) =0,81.

Liczba trafien Y w dwéch rzutach— c.d.
Rozktad mozna przedstawi¢ w postaci tabelki lub wykresu stupkowego:

k 0 1 2
P(X =k) | 0,01 | 0,18 | 0,81
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Rozklad dwumianowy
Symbol Newtona (Z) = Wlk)' jest rtéwny liczbie podzbioréw k-elementowych zbio-
ru n-elementowego (0 < k£ < n).



Definicja 2. Mowimy, Ze zmienna losowa X ma rozktad dwumianowy z parametrami
n € Ni0 < p <1, cow skrétowo zapisujemy X ~ Bin(n,p) (lub X ~ Bin(n;p)),
jesli

P(X=k) = (Z)pk(l —p)"k k=0,1,2,...,n.

»Dziesigciokrotny rzut moneta”’— przyklad
Niech V' oznacza liczbg ortéw otrzymanych w dziesigciokrotnym rzucie moneta (za-
ktadamy, ze moneta jest ,,rzetelna”, tj. prawdopodobiefistwo otrzymania orla jest réwne
% oraz ze wyniki kolejnych rzutéw sa od siebie niezalezne). Chcemy obliczy¢ prawdo-
podobienistwo;

PV >9).

Rozwigzanie V' ~ Bin(10;0,5),
PV >9) =PV=9+PV=10) =
1 G 1
( 90> (0,5)(0,5)" + <18> (0,5)"(0,5)° =

10 N 11
1024 1024 1024°

Pojecie dystrybuanty rozkladu
W obliczeniach podobnych do tych z poprzedniego przyktadu uzyteczne moze si¢ oka-
zaé pojecie dystrybuanty zmiennej losowe;.

Definicja 3. Niech X bedzie dowolng zmienng losowq. Dystrybuantq zmiennej losowej
X nazywamy funkcje F' okreslong jako:

F(z) = P(X < z).
Uwaga. W powyzszej definicji nie zaktadamy, ze zmienna X jest dyskretna.

»Dziesieciokrotny rzut moneta”—c.d.
V-liczba wyrzuconych ortéw w dziesigciokrotnym rzucie moneta;

P(V>9)=P(V =9)+ P(V = 10) = F/(10) — Fy/(8)

gdzie Fy jest dystrybuanta zmiennej losowej V.
Obliczenia wykonane w R-rze:

> pbinom(10,10,0.5)- pbinom(8,10,0.5)
[1] 0.01074219

pbinom- pierwsza litera odpowiada ,,dystrybuancie”, binom odpowiada rodzajowi roz-
ktadu (ang. binomial- dwumianowy). Korzystajac z polecenia pbinom mozna obliczaé
wartosci dystrybuanty rozktadu Bin(n, p) dla duzych wartosci n.



Rozklad Poissona

Definicja 4. Mowimy, ze zmienna losowa X ma rozktad Poissona z parametrem A > 0,
jesli przyjmuje ona wartosci w zbiorze {0,1,2,...,} oraz

)\k
P(X = _ =
( _k)_e K’

Rozktad Poissona moze by¢ zastosowany z powodzeniem do opisu takich cech jak
liczba nasion chwastéw wsrdd nasion trawy, liczba klientéw zgtaszajacych si¢ dziennie
do banku, liczba wypadkéw drogowych na placu Grunwaldzkim w danym dniu itd.

k=0,1,2,....

Warto$¢ oczekiwana zmiennej losowej dyskretnej

Definicja 5. Dla zmiennej losowej dyskretnej X wartos¢ oczekiwana, jesli istnieje, jest
liczbq okreslong wzorem
EX =Y wipi,
i

w ktorym sumowanie obejmuje wszystkie wartosci zmiennej X.

Uwaga Warto$¢ oczekiwana zmiennej losowej nazywana jest literaturze takze warto-
Scia $rednia zmiennej losowej. W definicji tej zaktadamy, ze ), ;p; jest liczba skori-
czona (w przypadku, gdy liczba sktadnikéw jest nieskoriczona, zaktadamy zbieznos$c
sumy do granicy skoriczonej).

Wartos$¢ oczekiwana moze by¢ interpretowana jako "Srodek cigzkosci" uktadu punktéw
materialnych z1, zo, ... 0 wagach p;, pa, .. ..

Wihasnosci wartosci oczekiwanej
Latwo widac, ze warto$¢ oczekiwana zmiennej losowej Y = aX + b jest réwna
E(aX +b) = aEX + b (warto$¢ oczekiwana ma wtasnos¢ liniowosci).

Jesli wartosci oczekiwane zmiennych losowych X i X istnieja i sa réwne, odpowied-
nio, p1 1 w2, to
E(X1 4+ X2) = 1 + po.

Wariancja zmiennej losowej

Definicja 6. Wariancje zmiennej losowej X okreslamy wzorem
VarX = E(X — p)?,

gdzie n = EX.

Wariancja jest rowna wartos$ci oczekiwanej kwadratu odchylenia warto$ci zmiennej
losowej od swojej wartosci przecigtne;.
Uwaga: W definicji tej nie zaktadamy, ze zmienna losowa X jest dyskretna. Zaklada-
my natomiast istnienie warto$ci oczekiwanej F(X — p)?.
Dla a > 0 mamy:

Var(aX +b) = a*Var(X).

Dla zmiennej dyskretnej X wariancja jest rowna

VarX = Z(mz — 1)*pi.



Wilasnosci wariancji rozkladu

Widzimy, ze wariancja jest tym wigksza, im wigksza jest §rednia odlegto$¢ punktéw z;
od srodka cigzkoSci p- wartosci oczekiwane;.

Jesli wszystkie wartosci x; sa sobie réwne, wtedy wariancja jest réwna zeru.

Odchylenie standardowe

Odchylenie standardowe zmiennej losowej X, oznaczane przez DX, definiujemy jako
pierwiastek kwadratowy wariancji X. Odchylenie standardowe zmiennej losowej X
czesto jest tez oznaczane grecka literg o.

Mozna pokazaéd, ze dla a > 0:

D(aX +b) =aDX. 3)

Niezalezno$¢ zmiennych losowych

Definicja 7. Mowimy, Ze zmienne losowe X i'Y sq niezalezne, jezZeli
P(X €[a,b]AY € [c,d]) = P(X € [a,b]) x P(Y € [¢,d])
dla dowolnych przedziatow |a, b] i [c,d].

Intuicyjnie: niezalezne zmienne losowe odpowiadaja realizacje liczbowe niezaleznych
zmiennych losowych.

Przyklad

Rozwazmy jeszcze raz dos§wiadczenie losowe polegajace na wykonaniu przez zawod-
nika A dwoch rzutéw osobistych (prawdopodobienistwo trafienia jest réwne 0,9). Niech
Y, oznacza wynik pierwszego rzutu (0, jesli A chybit, 1 jesli A trafit) a Y5 wynik dru-
giego rzutu. PrzyjeliSmy, ze zdarzenie trafienia/chybienia w drugim rzucie jest nieza-
lezne od analogicznego zdarzenia w pierwszym rzucie. Przestrzen zdarzen elementar-

nych § = {(C,C), (C,T),(T,C),(T,T)}

Przyktad—c.d.

Mamy
P((C,C)) = (0,1)* = 0,01,
P((C,T)) = P((T,C)) = 0,1 x 0,9 = 0,09,
P((T,T)) = (0,9)* = 0,81,
stad:
P(Y; =0) = P({(C,C),(C,T)} = 0,01 + 0,09 = 0,1,
P(Y1=1)=P{(T,C),(T,T)} = 0,09+ 0,81 = 0,9,
P(Y, =0) = P({(C,C),(T,C)} = 0,01 + 0,09 = 0,1,
P(Y, =1)=P{(C,T),(T,T)} = 0,09+ 0,81 = 0,9

iP((Y1 =0)A (Y2 =0)) =0,01 = P((Y1 =0)) x P((Y2 = 0)) itd.; Stad: zmienne
Y7 1Y5 sg niezalezne.



Przyklad—c.d.

JesteSmy zainteresowani warto$cia oczekiwang i wariancja zmiennej losowej Y.
Mamy E(Y) = E(Y;) + E(Y3). Obliczamy E(Y;) = 0,1 x 0+ 0,9 x 1 = 0,9;
analogicznie E(Y2) = 0,9; stad E(Y) =2 x 0,9 = 1,8;

Z réwnosci:

Var(Yy) = Var(Yz) = (0 —0,9)% x 0,1 + (1 —0,9)% x 0,9 = 0,09
oraz z faktu, ze Y7 i Y5 sa niezalezne, wynika:
Var(Y) =Var(Y1) + Var(Yz) =2 x 0,09 = 0,18.

Wariancje zmiennej losowej Y mozna bytoby obliczyé bezposrednio z definicji— by-
toby to troche bardziej zmudne.

Wartosci oczekiwane i wariancje rozkladéw: dwumianowgo i Poissona
Mozna pokazaé, ze warto$¢ oczekiwana zmiennej losowej X, X ~ Bin(n,p) wynosi
np, a wariancja tej zmiennej jest réwna Var(Y) = np(l — p). mozna skorzystaé
7 przedstawienia zmiennej losowej X jako sumy niezleznych zmiennych losowych o
rozktadzie Bin(1,p)
Mozna pokazaé réwniez, ze dla zmienej losowej Z o rozkladzie Poissona z parametrem
A

E(Z)=MXorazVar(Z) = A\

Bin(7;0.6) Bin(20;0.6)
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Rysunek 1: Wykresy stupkowe przedstawiajace rozktady Bin(7;0,6) oraz
Bin(20;0,6)

Wariancja X; ~ Bin(7;0,6): 7 x 0,6 x 0,4 = 1,68 Wariancja Xo ~ Bin(20;0,6):
20 x 0,6 x 0,4 = 4,8 X3 jest bardziej ,,rozproszona’!
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