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Model normalny

Przez model normalny bedziemy rozumie¢ rodzing rozktadéw normalnych N (u, o),
u € R, 0 > 0. Z Centralnego Twierdzenia Granicznego wynika, ze wiele zjawisk i
proceséw opisywanych przez nauki ekonomiczne i przyrodnicze ma rozktad zbli-
zony do rozktadu normalnego.

Pojecie losowej proby prostej

Definicja 1. n-elementowq losowq probq prostq nazywamy ciqg n niezaleinych
zmiennych losowych o jednakowych rozktadach prawdopodobieristwa.

Uwaga 1. Niektorzy autorzy utoZsamiajq losowa probe prostq X1, Xa, ..., Xn 2
Jjej realizacjq x1,x2, . .., xy; T1 jest realizacjq X itd.

Definicja 2. Losowq probe prostq X1, Xa, . .., Xy, bedziemy nazywac losowq pro-
baq prostq z rozktadu normalnego, jezeli zmienne Xy, k = 1,2, ..., n majq rozktad
N(u, o) dla pewnych p € R0 > 0.

Uwaga 2. W dalszym ciqgu rozwazan: ,,estymacja w modelu normalnym” bedzie
pojeciem rownowaznym dla ,,wyznaczania estymatorow parametrow p € Rio >
0” na podstawie losowej proby prostej z rozktadu normalnego”.

Rozklad cen mieszkan

Mozna oczekiwaé, ze rozktad cen doméw w dzielnicach ktére nie pretenduja do
miana ,,prestizowych” czy ,,luksusowych” bedzie zblizony do normalnego N (u, 0);
(cena mieszkania jest wtedy suma niezaleznych sktadnikéw).

Rozwazmy dane dotyczace cen mieszka w dzielnicy A

(dzielnica A jest zdecydowanie mniej prestizowa niz B) — mozna zatozy¢, ze roz-
ktad cen mieszkan w A bedzie zblizony do normalnego.

Srednia w probie

Zakltadamy, ze nasze dane x1, . . . , &, sa realizacja losowej proby prostej z rozktadu
normalnego Xy, ..., X,;

sensownym estymatorem . jest X : X = %(Xl, ey X))

Dla konkretnej realizacji x1, . . . , x,, losowej préby losowej X7, . .., X,, z rozktadu

normalnego realizacja X jest oznaczana symbolem %



Wiasno$ci zmiennej losowej X w modelu normalnym
Zaktadamy, ze X7, ..., X,, sa préba prosta z rozktadu normalnego,

X; ~N(u,0),i=1,2,...,n.

X =21(Xy,...,X,) jest zmienna losowa.
Funkcje préby prostej nazywane sa statystykami.
Z wlasnoSci wartoSci oczekiwanej, omawianych na jednym z poprzednich wykta-
dow:

E(X) =u,
awiec X jest nieobciazonym estymatorem j.. W modelu normalnym spetnia pewne
istotne kryteria optymalno$ci — w pewnym sensie jest najlepszym estymatorem
nieobcigzonym .
Estymacja ¢ i o> w modelu normalnym
Wariancja z préby S? okreslona przez

1
n—1

S, - £
=1

jest estymatorem nieobciazonym o2 w modelu normalnym, spetniajacym pewne

wazne kryteria optymalnoS$ci; w pewnym sensie jest najlepszym estymatorem nie-

obciazonym 2.

Odchylenie standardowe z préby S = \/ ﬁ S (X; — X)? jest sensownym esty-
matorem o, ale nie ma (z reguty) wlasnosci nieobciazonosci.

Przypadek, gdy préba pochodzi z rozkladu innego normalny
Zatézmy, ze X1, Xo, ..., X, pochodzi z rozktadu o wartos$ci oczekiwanej p i od-
chyleniu standardowym o (niekoniecznie normalnego).
Mozna pokazaé, ze

EX =pu, E(S% =02
tj. ze Srednia z proby X jest nieobciazonym (niestronniczym) estymatorem s i
wariancja z préby S? jest nieobciazonym estymatorem o2 (por. Koronacki, Miel-
niczuk, Rozdz. 2.4).

Dane dotyczace cen mieszkan w A— histogram+krzywa normalna

Weryfikacja zatozenia o normalnosci rozktadu populacji

Dane sa obserwacje x1, xo, . . ., . Czy mozna zalozy¢, ze x1, za, ..., T, jest re-
alizacja proby prostej z rozktadu normalnego N (u, o) dla pewnych pio?
Metody weryfikacji zalozenia o normalnosci:

e Sporzadzenie histogramu i poréwnanie jego ksztaltu z krzywa dzwonowa
(wykresem funkcji ¢.)
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Rysunek 1: Histogram probabilistyczny+ wykres gestosci N (z, s).

e Sporzadzenie wykresu ramkowego i odpowiednia jego interpretacja
e Sporzadzenie wykresu kwantylowego i odpowiednia jego interpretacja.
e Testy zgodnosci: Shapiro—Wilka i inne.

Trzy z powyzszych metod wykorzystuja pojecie kwantyla.

Kwantyle rozkladu normalnego— przykiad

Zal6zmy, ze Y, wzrost dorostych mezczyzn w kraju A ma rozktad normalny N (176, 8).
Chcemy znaleZ¢ liczbg d taka, ze

P(Y < d) =0,99.

Znajomo$¢ liczby d moze by¢ przydatna dla inzynieréw sporzadzajacych projekty
budowlane itd.

Zadanie ogdlniejsze: dla liczby p € (0, 1) kwantylem rzedu p rozktadu normalnego
N(p, o) nazywamy liczbe g, spetniajaca réwnosc:

dp
PX <qp)=[ opclx)ds=p,
oo

gdzie X ~ N(u,o). Dla innych rozktadéw ciagtych— kwantyle definiujemy ana-
logicznie.

Obliczanie kwantyli rozkladu normalnego
Korzystajac z tablic rozktadu N (0, 1) : poniewaz

dp — dp —
P(X <q;) = P(Z < B F) = o("—F),



gdzie X ~ N(u,0), Z ~ N(0,1), wigc zadanie sprowadza si¢ do znalezienia
przyblizonej wartosci ¢y rozwiazania réwnania ®(c) = p oraz do wyznaczenia
przyblizonej wartosci g, jako rozwigzania réwnania:

T —p
g

= CQ-

Korzystajac z R-a: nalezy uzy¢ poleca qnorm z odpowiednimi parametrami; w
Excelu: nalezy skorzysta¢ z polecenia ROZKEL.AD.NORMALNY.ODW.

Kwantyle rozkladu normalnego- przyklad (c.d.)

Y, wzrost dorostych mgzczyzn w kraju A ma rozktad normalny N (176, 8); Row-
nanie ®(c) = 0,99 ma przyblizone rozwiazanie ¢y = 2,33 (bo ®(2,32) ~ 0,9898
i ®(2,32) ~ 0,9901); przyblizona wartos¢ szukanego kwantyla jest rozwigzaniem

réwnania:
xr — 176

8
stad przyblizona warto$¢ kwantyla rzedu 0,99 rozktadu N (176, 8) wynosi 176 +
2,33 x 8 =194,64.
Korzystajac z R-a:

=233

> gnorm(0.99,176,8)

[1] 194.6108

Wykres ramkowy i zalozenie normalnosci rozkladu
Mozna pokazaé ze poza przedziatem:

(90,25 — 1,5 % (q0,75 — q0,25), qo,75 + 1,5 X (g0,75 — q0,25)]

lezy Srednio 7 obserwacji na 1000, (jesli zaktadamy, ze obserwacje te stanowia re-
alizacje proby prostej z rozktadu N (i, o) (por. ksiazke J. Koronackiego i J. Miel-
niczuka, par. 1.4.2). Zbyt duza liczba obserwacji odstajacych wskazuje na to, ze
zatozenie normalno$ci rozktadu nie jest spetnione.

Jesli obserwacje pochodza z rozktadu normalnego, to odpowiadajacy im wykres
ramkowy bedzie w przyblizeniu symetryczny wzgledem odcinka "wewnatrz ram-
ki" (ktéry odpowiada medianie).

Wykres kwantylowy
Uporzadkowany ciag obserwacji 1, . . ., £, 0znaczamy przez &i.n, - - - , Tn:n. Niech
’ Lip — M ’ Tnip — M
T = s R s )

gdzie m oznacza Srednig z proby, a s odchylenie standardowe z préby. Jesli zato-
zymy, 7€ x1, . . . , £, pochodza z rozktadu normalnego, to xllzn, :U’Q:n, ..., powinny
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Rysunek 2: Wykresy pudetkowe dla dwéch préb o licznosdci n = 1000, wygenero-
wanych przy pomocy generatora liczb pseudolosowych o rozktadzie N (176, 8)

by¢ sensownymi przyblizeniami kwantyli ¢ /p,, @2/p, - - - (rzedu %, rzedu % itd.)
rozktadu N (0, 1); stad punkty (z}.,,,q /n)s (o005 G /n) Powinny si¢ uktada¢ wo-
kot (pewnej) prostej ; analogicznie punkty:

(@1n, Q1 /n)s (T2, G2 /n)s - - - (1)

réwniez powinny si¢ uktada¢ wokoét prostej.Wykres przedstawiajacy punkty (1)

jest nazywany wykresem kwantylowym.

W praktyce zamiast kwantyli rzedu i /n wyznacza si¢ np. kwantyle rzedu i /(n+1);

w ten spos6b unikamy problemu z n-tym punktem!

Wykres kwantylowy ,,0odbiegajacy od prostej”: zatozenie o normalnoSci rozktadu,

z ktérego pochodza x4, . . ., x5, nalezy odrzucic.

Szczegdty dotyczace sprzadzania rozkladu kwantylowego mozna znalezé w [KMO1,par.3.4.2].

Ceny mieszkan w A

Test Shapiro—Wilka i inne testy zgodnoSci

Zgodnos¢ z rozktadem normalnym mozna weryfikowaé za pomoca testu Shapiro-
Wilka; w wyniku obliczeri, wykonanych dla otrzymanych obserwacji, otrzymuje-
my tzw. p-warto$¢ (ang. p-value); jesli p-warto$¢ jest mata, powiedzmy mniejsza
niz 0,05, wtedy sa podstawy do odrzucenia hipotezy o normalnosci rozkladu, z
ktérego pochodza obserwacje.

Test Shapiro—Wilka: przyklad obliczen
W zmiennej y zapisane sa warto$ci cen mieszkan w dzielnicy A.

>y
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Rysunek 3: Wykres kwantylowy dla danych dotyczacych cen mieszkan w A

[1] 65 80 139 180 355 158 240 205 265 305 200
155 209 310 149 254 188 265 275

[20] 200 184 130 260 250 195

> shapiro.test (y)

Shapiro-Wilk normality test

data: vy
W = 0.9849, p-value = 0.962

p-warto$¢ jest réwna 0,962— nie ma podstaw do odrzucenia hipotezy o zgodnoSci

z rozktadem normalnym.
Wigcej informacji o tecie Shapiro-Wilka; [KMO1,par. 3.4.2]



